AT Explainability Methods in Digital Twins:
A Model and a Use Case

Tim Kreuger![0000—0002—0813-9555] ' panagiotis

0000—0002—4632—4815] 0000—0002—0870—0330]

Papapetrou!! , and Jelena Zdravkovic!l

Stockholm University, 16455 Kista, Sweden
{tim.kreuzer,panagiotis, jelenaz}@dsv.su.se

Abstract. Digital twin systems can benefit from the integration of ar-
tificial intelligence (AI) algorithms for providing for example some pre-
dictive capabilities or supporting internal decision-making. As Al algo-
rithms are often opaque, it becomes necessary to explain their decisions
to a human operator working with the digital twin. In this study, we in-
vestigate the integration of explainable AI techniques with digital twins,
which we termed XAI-DT system. We define the concept of XAI-DT sys-
tem and provide a use case in smart buildings, where explainable Al is
used to forecast CO2 concentration. Further, we present a core architec-
tural model for our digital twin, outlining its interaction with the smart
building and its internal processing. We evaluate five Al algorithms and
compare their explainability for the operator and the entire digital twin
model based on standard explainability properties from the literature.

Keywords: Digital Twin - Explainable AI - System Analysis - Forecast-
ing

1 Introduction

A digital twin (DT) is a virtual replica of a physical system, operating in real
time on the basis of a bidirectional data stream. The concept has recently gained
traction in research [26, 31, 33], and is increasingly applied in industrial scenarios
[4, 38], mainly in the domain of manufacturing [34]. A DT mirrors the behavior
of its physical counterpart while providing further capabilities benefitting the
end-users of the system. This can be achieved by integrating artificial intelli-
gence (AI) methods with a DT, allowing thus performing complex predictive
and analysis functions based on the data it processes [17]. For instance, by em-
ploying Al algorithms, a DT can forecast the energy demand of a power plant
[36] or regulate the heating and ventilation of a smart building using a forecast
of temperature and COs concentration [6]. This demonstrates that a digital twin
can benefit from Al-based forecasts, which can be made with various machine
learning techniques.

Digital twins frequently work in conjunction with human operators [9], who
receive feedback from the DT system and can act upon it. When integrating Al
with a DT, it is crucial to use explainable AT methods [16], as they can help the
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operator of the system to understand the output of the AT model and the mech-
anisms that lead to this output. As an example, in the case of a smart building, a
facility manager would want to know how a machine learning model came to the
conclusion that COs concentration would increase by a certain amount in the
next hour. In this scenario, the DT needs to work with explainable Al techniques
that are able to both make accurate forecasts and provide explanations for them.
As the explainability of an AT algorithm is highly context-specific [2], it depends
on the application domain and the problem at hand. With a smart building, for
example, an explanation could be based on a cyclic, reoccurring pattern where
CO3 concentration usually increases at 9:00 due to a regular meeting at this
time. Explanations can be more complex when more variables are involved: CO»
concentration might be forecasted to rise due to a measured increase in the num-
ber of people in a meeting room, while the ventilation system is scheduled to
turn on only an hour later. Explainable AI can help provide such explanations
to operators of a digital twin.

Contributions. This paper investigates the problem of integrating explainable
AT techniques with digital twins. For this, the addressed research question is:
How can machine learning explainability methods be integrated with digital twins?
More concretely, we formally define the terms Digital Twin, AI-DT system, and
introduce the concept of XAI-DT system, combining explainable Al techniques
with digital twins. We present a real use case where explainable forecasting
methods are used within a DT of a smart building. Moreover, we introduce
a core architectural model of a DT for our use case, connecting the proposed
definitions with a realistic scenario. Finally, we validate the outlined DT by
comparing the performance and explainability of multiple ATl methods based
on real-world data. We systematically assess explainability based on a set of
well-known explainability properties from the literature [23].

2 Background

Artificial intelligence has been employed for a multitude of tasks in digital twins
[17] such as optimization, classification, forecasting and outlier (i.e. anomaly) de-
tection; as well as in many domains [27] including manufacturing, medical and
transportation. Wang et al. [35] have, for example, introduced a traffic digital
twin, replicating drivers, vehicles, and traffic, where AT is used to classify driver
types. Li et al. [18] have proposed a system for computing task offloading us-
ing reinforcement learning in conjunction with digital twins of unmanned aerial
vehicles and mobile terminals. Matulis et al. [22] have used reinforcement learn-
ing for movement optimization of a robotic arm, training the arm in a digital
twin-based environment.

Explainable AT (XAI) is a field that has recently experienced an increase in
interest [25]. Explainability in machine learning can be achieved with inherently
explainable models that are explainable due to their internal mechanisms without
any postprocessing. Alternatively, model-agnostic post hoc methods can be used
to explain black-box models that are not inherently explainable. Based on the
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work by Burkart and Huber [5], interpretable models (white-box models) include
linear models, decision trees, rule-based models, and Bayesian models. White-
box models, however, usually come at a cost of reduced accuracy, flexibility, or
usability [29].

In this work, we further follow the definitions of Molnar regarding explain-
ability and the properties of explanations [23]: Accuracy shows how well an
explanation predicts unseen data, which is only applicable when explanations
are used to make predictions. Molnar describes fidelity as the property that
measures how well an explanation reflects the prediction of the model, which is
a key property of any explanation. Consistency is defined as the similarity of
explanations for different models trained on the same task. Stability describes
how much explanations of a single model differ for similar data points. Fur-
ther, comprehensibility defines how well humans can understand an explanation.
Without a certain degree of comprehensibility, explainable AI techniques are
not practical. Certainty reflects the ability of an explanation to capture the
model’s uncertainty regarding its predictions. Nowvelty is connected to certainty;
it is high when an explanation can determine that a given data point is novel.
The degree of importance describes whether an explanation assigns importance
to the features of the data. Lastly, representativeness characterizes whether an
explanation covers a machine learning model as a whole or only an individual
prediction.

For the task of time series forecasting, models commonly work on the basis of
trend and seasonality and are, therefore, inherently explainable: the trend can be
represented with a polynomial of a small degree, while the seasonality is a peri-
odic function. Combining both can reveal the mechanism underlying the model’s
prediction. This approach is followed in N-BEATS [24] and D-Linear [37], two
deep learning architectures for forecasting which decompose their output into
trend and seasonality. Recently, transformer architectures have commonly been
used for time series forecasting [20,19,39], which are black-box models that
are not explainable. Other models, such as ARIMA [3], implement an autore-
gressive approach, which, despite being statistical in nature, are not inherently
interpretable, as they are highly complex. Recent work has also explored the use
of large language models for time series forecasting [10]. To explain black-box
models’ predictions, methods like SHAP [21], have been used in past research
[8] to provide post hoc model explanations on a feature importance level. TS-
MULE [30] is another method for post hoc explanations, assigning segment-based
relevance scores to an input time series. Other explainability methods include
counterfactuals [11], which suggest how the inputs should be changed to receive
different outputs.

Researchers have investigated the multidisciplinary topic of XAI and digital
twins, integrating the concept of explainable AI with a DT. Kapteyn et al. [15,
14] have used a decision tree, which is an inherently explainable model, for
classification within a DT of an unmanned aerial vehicle. Suhail et al. [32] have
presented a platform for a DT of a cyber-physical system, using SHAP to provide
explainability. A similar approach was pursued by Kobayashi et al. [16], who
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employ multiple post hoc approaches, including LIME and SHAP, to provide
explainable remaining useful life estimation based on a deep neural network.

3 Explainable AI in Digital Twins

This section describes the integration of explainable Al techniques with digital
twins. First, we give formal definitions of a digital twin, an AI-DT system, and
an explainable AI-DT system to define the elementary components for the model
presented in Fig. 1 . Further, we illustrate the definitions with a real-world use
case based on the DT of a smart building, employing XAI methods to forecast
COg4 concentration. We provide a pseudo algorithm for the internal processing of
the DT and showcase the process with an architectural model. Lastly, we com-
pare multiple AT methods for use within the DT, comparing their performance
and explainability on the forecasting task.

3.1 Definitions

Definition 1 (Digital Twin). Let a digital twin D be a tuple, with D =
(I,C,0). A digital twin is a virtual replica of a physical system, represented
by a set of variables P. The physical system is a necessary contextual element
for the DT and provides a set of input streams I, which are connected to the
digital twin, so that I C P. Based on I, D can accurately represent the physical
system in its context. The components C within the digital twin can be of varied
nature and provide internal processing capabilities. With the output streams
O, the digital twin closes the feedback loop to the physical system, where each
output stream is either directly or indirectly related to the physical system.

To connect Definition 1 to a real-world example, we investigate a digital twin
of a smart building, further referred to as D,, where the smart building is the
physical system in the context of the DT, which is represented by the set of
variables P;. The digital twin operates on the basis of sensors installed in the
building, measuring time-dependent values such as temperature, COs concentra-
tion, or ventilation. We further only consider a CO4 concentration sensor as the
basis for the digital twin. Internally, it processes the data, forecasting changes
in CO5 concentration for the next hour. The DT is connected to the ventilation
control system, adapting ventilation based on the results of the internal process-
ing. Further, a dashboard illustrates the current status of the system and the
forecast for a human operator.

Definition 2 (Input Stream). Given a digital twin D, an input stream i € I
is a time-dependent vector of data points i, where i =< iy,...,4; >. An input
stream originates from the physical system in the context of D and is updated in
real-time, with the time point t representing the most recent observation. Input
streams can have different data types, such as real numbers, images, or text.
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To illustrate Definition 2 in the context of a smart building, the data stem-
ming from an individual CO4 concentration sensor contribute to an input stream.
The sensor takes measurements at regular time intervals, resulting in a tempo-
rally ordered sequence of numeric values. When connecting this to a digital twin,
the CO, concentration sensor acts as the source of the input stream i while
the digital twin is processing the data.

Definition 3 (Component). Given a digital twin D, a component ¢ € C is a
function that processes an input x, resulting in an output y, where ¢ : v — y.
The input x of each component is based on a number of input streams and a
number of outputs of other components. The output y can be one or more values
of multiple data types. Components have distinctive functionality, where each
component fulfills a specific role within D.

To process the previously outlined input stream of COs concentration data,
a preprocessing component c, is introduced. This component takes the input
stream i¢c as the only input so that © = {ic}. Internally, ¢, checks the input
stream for missing data and imputes them accordingly. If outliers occur within
ic, the preprocessing component records the number of outliers but does not
act on them. The output of ¢, is the preprocessed input stream, referred to as
p, and the number of found outliers k so that y = {p, k}.

Following the preprocessing component, a forecasting component c; makes
predictions based on the preprocessed input, where @ = {p}. It employs a ma-
chine learning algorithm, such as N-BEATS [24], to make a forecast of COq
concentration for the next hour, referred to as f. The training phase of the
machine learning algorithm is not described here as it is preliminary. With the
forecast, the output of the component is defined as follows: y = {f}.

To visualize the internal activity of c,, and c; in the highlighted example, we
describe a dashboard component cq, taking the input « = {ic, f, k}. Based on
the observed values in i and the forecasted COs concentration f, a line chart of
past and predicted CO5 concentrations can be plotted. Additionally, the number
of detected outliers k, which is a possible indicator of sensor quality degradation,
is indicated in the dashboard. Finally, we define the resulting dashboard, which
is the output of this component, as y = {d}.

Lastly, a rule-based component ¢, is introduced for the regulation of the
ventilation control system based on the forecasted COs concentration. Its input
x = {ic, k, f} is processed, leading to an output y = {r} representing the control
sequence sent to the ventilation control system.

Definition 4 (Output Stream). Given a digital twin D, an output stream
o € O is a time-dependent vector of outputs o, where each output is based on
I and C. An output stream directly or indirectly affects the physical system P
in the context of the digital twin. Similar to input streams, the data type of an
output stream can vary depending on the application case.

With the input stream ic and the processing within the components c,, cy,
and c¢q, the dashboard d is a resulting output. The dashboard is time-dependent,
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as it is based on the streamed COs concentration data, which change over time.
This output stream o4 connects the digital twin to a human operator who can
act on the information presented in the dashboard. o4 is indirectly connected to
the physical system P through the operator.

A second output stream o, directly connects the digital twin to the physical
system, streaming the control sequence r, resulting from c¢,, to the physical
ventilation control system. This closes the feedback loop between Dy and P,
allowing the twin to influence the smart building based on its internal processing
and decision-making.

Finally, given the physical system P; of a smart building, the outlined digital
twin D, can be described as follows:

D, = ({iC}’{cpacf7cd’cT}7{0d70T}) (1)

The digital twin of a smart building outlined in this section employs Al
algorithms to forecast COs concentration. This is an example where artificial
intelligence is integrated with a digital twin, forming an AI-DT system. In the
literature [1,12], similar terms to AI-DT system have been used to characterize
the concept of integrating Al with a digital twin, however, the term has not been
defined in the past, so we give a formal definition here:

Definition 5 (AI-DT system). We define an AI-DT system as a type of
digital twin where artificial intelligence algorithms are integrated with the DT so
that 3¢ € C, where ¢ is a component of the digital twin that employs artificial
intelligence to compute its outputs.

Definition 6 (XAI-DT system). Consider an AI-DT system with an AI com-
ponent c. When c is based on inherently explainable Al techniques, we further
refer to the AI-DT system as an XAI-DT system. When c is not inherently
explainable and a second component c, provides post hoc explanations based on
¢, the AI-DT system can also be considered an XAI-DT system.

Expanding upon the smart building use case, D can be considered an AI-DT
system, as its forecasting component cs relies on a machine learning algorithm
to make COq concentration forecasts. D, can further be considered an XAI-DT
system when using an inherently explainable AI algorithm for the forecasting
task. In this case, the output of c; additionally includes inherent explanations e;
that are displayed by the dashboard component for the human operator. When
using an opaque machine learning model that is not explainable, an additional
post hoc explainability component needs to be added to make D, an XAI-DT
system. This explainability component ¢, takes both the forecast and the ma-
chine learning model itself as inputs so that z = {f, M} where M represents the
machine learning model employed in c¢y. Internally, ¢, uses a post hoc explain-
ability method such as SHAP, resulting in post hoc explanations ey, illustrating
the forecasting mechanism used to make the forecast so that y = {e,}.
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3.2 Use Case and Architectural Model

This section presents the overall architectural model of an XAI-DT system,
instantiated for our use case in smart buildings. Fig. 1 shows the model while
using the previously outlined definitions.

XAI-DT system D

co2 g -
concentration - i’(r)i}l)rc();fé;stlllg k
sensor P = ic
E F b - f (oF} O
! orecasting Dashboard : -
Affects : k component cy - component ¢4 |
: i ‘
e f . L oo
' D ! erator
L v M L
Ventilation | o = Rule-based Explainability || '
system | component ¢, component C; i
A : :

Fig. 1: Architectural model of D, representing a digital twin of a smart building
P;. This core model shows two possibilities for the integration of explainable Al:
an inherently explainable algorithm providing inherent explanations e; (pink)
and a post hoc explainability component (green) providing post hoc explanations
e, for opaque models.

The physical system Ps represents the smart building in the context of the
DT, containing a COg concentration sensor that is affected by changes in the
ventilation system and the environment in the smart building. Measurements
from the CO2 concentration sensor are streamed to the digital twin Dy, result-
ing in the input stream ic that is used by the preprocessing, dashboard, and
rule-based components. Internally, the components of the digital twin are con-
nected, processing the CO5 concentration input, making a forecast, and counting
outliers, while ¢y provides explanations to the dashboard. For opaque machine
learning models, the figure also highlights the additional post hoc explainability
component ¢, (green) that provides explanations for the forecast made by the
machine learning model and forwards them to the dashboard. With the explain-
ability component and the forecasting component, D, is an XAI-DT system. The
output of the digital twin consists of two output streams: o4, which streams a
dashboard to the system’s Operator, indirectly affecting the smart building, and
secondly o,, which sends a control sequence to the ventilation system, directly
influencing Ps.
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Algorithm 1 Data flow and processing of Dy with post hoc explainability

1: Receive i¢c from the COs concentration sensor in Ps

2: Input: CO2 concentration data stream ic.

3: p,k < cp(ic); Preprocess the CO; concentration data and count outliers.

4: f,M < cs(p); Forecast CO2 concentration for the next hour with an opaque Al
algorithm.

5: ep + co(f, M); Provide post hoc explanations for the AI algorithm and its fore-
casts.

6: o4 < calic, f, k,ep); Create a dashboard from measured CO2 concentration, fore-
cast, number of outliers, and model explanations.

T: or + cr(f,k); Create a ventilation system control sequence based on forecast and
number of outliers.

8: Output: Ventilation system control sequence o,, system status dashboard og4.

9: Send o, to the ventilation system in Ps.

Algorithm 1 shows the data flow within Dy in a sequential order. The COs
concentration data is streamed from the sensor in P; and used as an input
stream i for the digital twin. Next, the input data is preprocessed and outliers
are counted in ¢, resulting in p and k. Based on the preprocessed data, CO»
concentration is forecasted for the next hour using an opaque AI algorithm,
which does not provide explanations for its forecast. With the forecast f and
the model M, the post hoc explainability component generates explanations e,
for the forecast, which are used in the dashboard. The dashboard additionally
receives the input stream, the forecast, and the number of outliers, which are
shown to the operator. Finally, the rule-based component ¢, creates a control
sequence for the ventilation system based on forecast and the number of outliers,
resulting in the output stream o,.. The control sequence is forwarded to the
ventilation system in P;, closing the feedback loop between the digital twin and
the physical system in its context.

3.3 Forecasting Methods

We conducted an evaluation of ATl methods for the CO5 concentration forecasting
component cy, comparing their accuracy. This evaluation is relevant to present
because it aids in understanding which algorithms are effective for the proposed
digital twin, which is an essential quality parameter in addition to explainability
being needed for describing the mechanism leading to an output. We evaluate
the forecasting algorithms shown in Table 1. Each algorithm providing some
form of inherent explainability is additionally categorized as Ezplainable, which
is evaluated in more detail in Sec. 3.4. All inherently explainable algorithms are
categorized as explainable due to a decomposition-based forecast, which allows
for a more fine-grained interpretation of the forecast.

N-BEATS and DEPTS were chosen as they provide decomposition-based
explanations, while claiming high performance for the time series forecasting
task. The non-stationary transformer was evaluated, as it is a non-explainable,
transformer-based method, offering high performance as a black-box model.
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Lastly, ARIMA was benchmarked to compare a statistical approach with the
deep learning methods for time series forecasting.

Table 1: Algorithms evaluated
Algorithm name ‘ Reference ‘ Approach ‘ Explainable

N-BEATS [24] Deep Learning Yes
D-Linear [37] Deep Learning Yes
Non-Stationary

Transformer (NST) 120} Deep Learning No
DEPTS [7] Deep Learning Yes
ARIMA 3] Statistical No

We are using historical CO2 concentration data from a smart building dataset
for the evaluation. The data consist of measurements of 106 sensors with a sam-
pling frequency of 5 minutes that were gathered over a period of 10 days (for
the purpose of this study, we have found this timeframe as sufficient.... As the
objective of the forecast is predicting COs concentration for the next hour, all
evaluated algorithms are trained to forecast the next 12 values. Because explain-
ability is the main focus of this study, we evaluated accuracy to compare the
predictive power of different algorithms without the aim of optimizing it, . The
results of our evaluation of forecasting algorithms on the COs concentration data
are shown in Table 2. We compare the performance of the algorithms based on
the metrics mean absolute error (MAE) and root mean squared error (RMSE),
as defined in [13], where each metric represents an error, with lower values in-
dicating higher performance. N-BEATS shows the lowest error on both metrics,
showing that the algorithm performs best in our CO5 concentration forecasting
scenario. Non-Stationary Transformer and D-Linear show the second-highest
performance, while ARIMA and DEPTS have the highest errors.

From the evaluation it has become clear that N-BEATS is the most suit-
able AI algorithm for the forecasting component in our digital twin of a smart
building.

Table 2: Evaluation of AI algorithm performance for the COg5 concentration
forecasting task. Best performing algorithm by metric highlighted in bold.
Algorithm | MAE | RMSE

N-BEATS | 30.52 66.3
D-Linear | 31.64 | 70.37
NST 31.11 | 68.79
ARIMA 35.53 | 92.59
DEPTS 44.54 | 84.39
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Fig. 2 shows a sample of the dashboard d, showing the input stream of CO,
concentration data ic as well as the underlying ground truth for the next hour.
The figure does not represent the complete dashboard, as it does not display
the number of outliers £ and the model explanations e; or e,. In addition to the
input data, the forecasts made by the five evaluated algorithms are shown. As
the ground truth would not be available in a production setting with live data, in
this case, the dashboard would only show historical data and the forecast of the
employed forecasting algorithm. When using a non-explainable algorithm, the
forecast trajectory of COgy (colored lines) is the only output of the algorithm,
as shown in the figure, while no further details are provided on “why” that
particular forecast has been made. On the contrary an explainable algorithm will
provide additional explanations on why the forecasted values follow a particular
trajectory. Such explanations can be to link the forecasted values to historical
values, patterns, or trends (e.g., upward-going or seasonal) that have occurred
in the past and are repeating in the future, such as the ones depicted in Figure
3.

—

++ Ground Truth
= 5501 f - N-BEATS
2, —— - D-Lincar
2 —— f-NST
. 500 f
) —— /- ARIMA
O —— /- DEPTS

450 1

Oct-1111:49  Oct-1112:39  Oct-1113:20  Oct-11 14:19  Oct-11 15:09  Oct-12 00:49  Oct-12 04:44  Oct-12 05:34
Timestep

Fig. 2: Sample of the dashboard d showing the input stream i¢, and forecast f
made by different machine learning models.

3.4 Explainability of Methods for Operator’s Dashboard

In this section, we investigate the explainability of the forecasting methods,
which can be either inherent to the AI algorithm or applied post hoc within
the DT model. We follow the definitions of Molnar [23] regarding explainability
properties, characterizing them as applicable for each method. As the not in-
herently explainable methods solely provide the numeric values of their output
without a rationale behind it, we apply TS-MULE [30], a post hoc explainability
method extending LIME [28] for time series data. The post hoc explainability
method represents the explainability component ¢, for opaque algorithms.

Fig. 3 showcases the decomposition of the forecast by N-BEATS into trend
and seasonality elements. Trend provides a general direction of the data, show-
ing a long-term increase or decrease in value, while seasonality represents cyclic
patterns such as week-weekend cycles. The model’s forecast can be obtained by
adding the two elements of trend and seasonality. The visualization is based on
the decomposition of the prediction as seen in [24]. The forecast is based on a
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sample from the smart building COy concentration data we use for evaluation
in this section. Notably, both elements have a different scale, with the trend
having higher absolute values than the seasonality, while the seasonality shows
more change over time. This offers a higher degree of comprehensibility for a hu-
man operator, different from a non-explainable forecast, where the prediction is
solely based on a nonlinear combination of neural network weights and interme-
diate features. However, comprehensibility is hard to measure, and a qualitative
analysis based on human judgment would be necessary to make a conclusive
statement on this property. The explanation of N-BEATS is local, representing
an individual prediction while not showing the model’s certainty or indicating
novelty. The fidelity of the explanation is high, as it represents a decomposi-
tion, which is equivalent to the actual forecast of the model. However, as the
explanation can not be used to predict unseen data, this type of explanation
offers low accuracy. During our experiments, it became clear that the stability
of N-BEATS is high, as its explanations vary little when perturbing the input.

Trend Seasonality
604

—70 4

CO; (ppm)

490 q

0123456 7891011
f - Timestep f - Timestep

oA
— o
o 4
w o
|
i
o4
-4
o
© 4
—
o
—
jn

Fig. 3: Inherent explanations e; provided by N-BEATS, decomposing its forecast
into trend and seasonality components.

Another kind of visualization for inherent explanations of the deep learning
algorithm DEPTS [7] is shown in Fig. 4, following the approach presented in the
original paper. Similar to N-BEATS, DEPTS provides prediction-based explana-
tions based on a periodic element (DEPTS-P) and a local element (DEPTS-L),
leading to a low degree of representativeness. Different from the visualization of
N-BEATS, the two elements are merged in this graph, sharing the same scale,
leading to a different visualization style. DEPTS shows a stable periodicity, in-
dicating that the data do not experience significant cyclic patterns. The local
component of DEPTS shows lower absolute values than the periodic compo-
nent. Overall, the decomposition-based explanation approaches of N-BEATS and
DEPTS are similar, basing their forecast on two elements that sum up to the
algorithms’ forecast. It can be argued that the visualization style of DEPTS’
explanations provides a lower degree of comprehensibility than N-BEATS, as
both positive and negative values are merged in one figure. Further, similar
to N-BEATS, the explanation does not provide certainty or novelty measures,
while keeping a high level of fidelity due to the decomposition-based approach.
The stability of DEPTS’ explanations is high, but it does not present feature
importance for the input.
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Fig. 4: Inherent explanations e; provided by DEPTS, decomposing its forecast
into periodic (DEPTS-P) and local (DEPTS-L) elements.

We apply the post hoc explainability method TS-MULE [30], which is a
generalization of LIME for time series, to the three best-performing forecasting
methods D-Linear, N-BEATS, and Non-Stationary Transformer, as seen in Fig.
5. This represents the post hoc explainability component c,, which generates
post hoc explanations e, based on the forecast and the model used in c¢. TS-
MULE uniformly segments the input data and assigns relevance scores to each
segment based on its influence on the prediction of the forecasting algorithm.
In the figure, darker segments indicate higher relevance for the respective algo-
rithm, while lighter segments indicate lower relevance. By integrating the post
hoc explanations with the dashboard, it acts as an interface for explainability,
providing explanations for the human operator of the digital twin.

Different from the inherent explanations of N-BEATS and DEPTS, TS-
MULE works on an input level, which provides a higher degree of comprehensi-
bility for the operator, as they can judge which past timesteps were critical for
the forecasting model, giving a degree of importance for each segment. However,
as the relevance is assigned based on input perturbation, the fidelity of the ex-
planations is lower. As the explanations do not provide confidence intervals or
other uncertainty measures, TS-MULE does not provide a degree of certainty or
novelty regarding the predictions. Similar to N-BEATS and DEPTS, TS-MULE
has a low degree of representativeness, as it provides explanations for an indi-
vidual prediction and does not characterize the forecasting model as a whole. In
our experiments, TS-MULE was averaged over 100 runs, as the method has low
stability and can provide differing results for the same input.

Both D-Linear (5a) and N-BEATS (5b) have the highest relevance score in the
last segment of the input data, showing that the algorithms base their forecasts
on the most recent observations. Non-Stationary Transformer (5¢) shows the
opposite behavior, as it reaches the highest relevance score on the first segment,
gradually giving less relevance to further segments, while the last two segments
receive the lowest overall relevance. In a production setting, the explanations
shown in Fig. 5 are integrated with the dashboard d, which shows both the
forecast of the Al algorithm and the explanations, which are applied post hoc
by using TS-MULE.
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Timestep

(a) Post hoc explanations e, of D-Linear with TS-MULE

0 10 20 30 40 50
Timestep

(b) Post hoc explanations e, of N-BEATS with TS-MULE

Timestep

(c) Post hoc explanations e, of Non-Stationary Transformer with TS-
MULE

Fig. 5: Sample of post hoc explanations e, of the explainability component c,.
The algorithm TS-MULE [30] is used for segment-based relevance, where darker
segments indicate higher relevance of the data on the algorithm’s prediction.

4 Discussion

Usefulness of explanations - In the previous section, we introduced an ex-
ample of a digital twin of a smart building, working solely on the basis of CO,
concentration data from one type of sensor. The presented explainability meth-
ods, both inherent and post hoc, show in different ways how the respective Al
algorithms arrived at their projected forecasts. Whether these explanations are
useful to an operator depends on the domain and the use case and needs to be
evaluated on a case-by-case basis. Table 3 summarizes the explainability prop-
erties of the evaluated explainability methods. The usefulness of an explanation
is highly dependent on the comprehensibility of the explanation, as an incom-
prehensible explanation does not benefit the operator of the digital twin. As
comprehensibility is subjective, a degree of comprehensibility can be estimated
with qualitative approaches involving human feedback. Further, the fidelity of
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an explanation is key for the operator, as every explanation needs to accurately
reflect the underlying behavior of the model. The inherent explanations of N-
BEATS and DEPTS provided a higher level of fidelity than TS-MULE, as they
are specific to the model’s internal processing rather than calculated post-hoc
based on perturbations. We further characterized the properties of representa-
tiveness and certainty, and novelty, which were not fulfilled by both the inherent
explainability methods of N-BEATS and DEPTS and the post-hoc method TS-
MULE. However, it can be argued that these properties are not necessary for
explanations and only provide additional value when present. During our eval-
uation, We first benchmarked the accuracy of multiple AI algorithms, as that
is the primary quality measure important for a digital twin. In the scenario
where multiple algorithms yield comparable accuracy, inherent explainability
is key, making white-box algorithms with explainability properties preferable.
Additionally, we evaluated the stability of each explanation method during our
experiments, concluding that TS-MULE has a lower level of stability than the
other methods.

Table 3: Explainability properties of the evaluated explainability methods.*

Explainability - . Comprehen-
Method Inherent | Fidelity | Stability sibility
N-BEATS Inherent High High Subjective

DEPTS Inherent High High Subjective
TS-MULE Post-hoc Low Low Subjective
Explainability . Degree of | Representa-
Method Certainty | Novelty importance tiveness

N-BEATS Low Low Low Low
DEPTS Low Low Low Low
TS-MULE Low Low High Low

* Accuracy and consistency were excluded from
the table, as they are not applicable in our case

Architectural Model - The focus of this work is on the definitions and
the model of the proposed digital twin for establishing a formal and conceptual
basis for integrating explainable AI. Due to this, our evaluation covered the
AT component, comparing the accuracy of different algorithms as the essential
DT aspect, as well as focusing to the explainability aspect, for investigating
and integrating both inherent and post hoc explanations. The introduced rule-
based component, representing the feedback loop to the physical system, was
not investigated for explainability in this study as it does not work on the basis
of AI and therefore also does not have a connection to this quality aspect.

Real-world setting complexity - In the study, we limited the use case
to the analysis of a single variable (COs), to emphasise the core contribution -
integration of XAI to the digital twin model. In a real-world setting, a digital
twin of a smart building should include additional variables such as temperature,
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humidity, occupancy, or light intensity. With access to more data, Al algorithms
perform better, allowing them to make more accurate forecasts, thereby improv-
ing the overall performance of the digital twin. As the complexity of the system
increases, the complexity of explanations also increases, requiring the explain-
ability methods to scale with the digital twin. In addition, the digital twin would
have more control over the physical system, for example, by adapting the heat-
ing system based on occupancy and projected changes in temperature. In this
case, an explanation could cover both trends in past temperature and occupancy,
providing a more detailed summary of the underlying patterns for the operator.

Generalizability - The architectural model of D, presented in section 3.2,
even specific to our presented use case on COs concentration forecasting in
smart buildings, it has been meant for avoiding further details to put forward
generalisation. Our proposed component-based notation can be generalized to
digital twins of any domain, a similar model can be created for any digital twin
D. An architectural model helps visualize the internal flow of information within
the DT while also delineating the capabilities of the different components. Still,
it is our intention to, in the future study, detail the presented core architecture
components by the means of a meta-model.

5 Conclusion and Future Work

In this study, we introduced the concept of explainable Al in digital twins, out-
lining a use case in smart buildings where an Al algorithm is used to forecast
CO3 concentration. To illustrate our digital twin, we presented an architectural
model of the system, showing its interaction with the smart building and a hu-
man operator. For the proposed digital twin, we evaluated five Al algorithms,
comparing their accuracy in forecasting CO5 concentration. The deep learning
algorithm N-BEATS showed the highest performance in forecasting, indicating
that it is the most suitable candidate for our digital twin. We further investi-
gated the explainability of the evaluated Al algorithms, outlining both inherently
provided model explanations and post hoc explanations based on TS-MULE.

With the definitions given in this paper, we are planning to further investigate
the outlined use case, making use of more sensors and connecting the digital twin
to the physical system in real-time. In this more complex scenario, explainability
methods must be adapted to the available data showing correlations between
variables. To evaluate the practicality of the provided explanations for the DT,
we are planning to conduct a qualitative analysis based on operator feedback.

In future work, we are planning to empirically investigate machine learning
explainability in digital twins based on a user study. As explainability properties
are generally assessed qualitatively and some, such as comprehensibility, can be
subjective, a user study could contribute to this line of research.
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