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Abstract. Cyber-Physical Systems (CPS) refer to integrated compu-
tational and physical processes, where computational elements monitor
and control physical processes, usually with a feedback loop.Analysis of
trust formation within a complex networks of linked social, physical and
computational entities has a potential to reveal otherwise implicit trust-
worthiness requirements and to improve the CPS design and acceptance.
We address this challenge with a method for trust analysis that supports
the alignment between trust concerns expressed by the prospective CPS
users and stakeholders, trustworthiness requirements formulated by the
CPS designers and technical elements of the CPS to be developed. We
apply this method to a real CPS design project. Our case study shows
that the explicit analysis of trust not only improves traceability between
user trust concerns and technical features of the CPS, but also allows for
identification of new relevant trustworthiness requirements, affecting the
system design and acceptance.
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1 Introduction

Cyber-physical systems (CPS) refer to integrated computational capabilities,
networking, and physical processes. These systems use embedded computers and
networks to monitor and control physical processes, often with feedback loops,
where physical actions influence computational decisions and vice versa [12].
Social entities (organizations and individuals) are inherently involved in the CPS
lifecycle from development and standardization to implementation and daily use.

Trust is an essential component of the CPS adoption [6]. CPS are charac-
terized by their high degree of complexity, interconnectivity, and the ability to
interact with both the physical world and computational elements seamlessly.
Compared to social or interpersonal trust [5,13], in a CPS context, there are mul-
tiple entities (social, physical, or computational) upon which CPS users need to
place their trust. Examining trust formation in such a complex heterogeneous
system provides valuable input for CPS designers and developers, improving sys-
tems’ trustworthiness and positively affecting their acceptance and adoption by
the users [6,19, 24].

We address this challenge with a method for iterative analysis and elicitation
of trustworthiness requirements elaborated from [16]. The method is grounded
on the Six-Variable Model [25] originally defined to support design of control
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systems. It provides a structured framework for presentation and analysis of the
relationships between various CPS elements. The presented method supports
traceability and alignment between trust concerns expressed by the CPS users
and stakeholders, trust assumptions made by the CPS designers in order to
address these concerns, trustworthiness requirements, and technical system com-
ponents that will be developed to meet these requirements. This article presents
the details of the method and reports on the case study of the ASSA project
where this method was applied. ASSA (Assistance Sécurité Seniors Application)
is a startup creating a personal emergency response system for the elderly. ASSA
solution uses connected smart devices to monitor user’s vital parameters and to
trigger an alert in case of emergency.The team of two engineers delivered design
documentation for ASSA following a conventional software design process. How-
ever, explicit trust analysis and trustworthiness requirements elicitation were not
conducted. This led us to consider ASSA an appropriate case for the method
application. The goal of our study is to demonstrate that explicit trust analysis
offers valuable insights for the CPS design process, enhancing traceability and
leading to the identification of new relevant requirements that contribute to the
system’s trustworthiness.

This article is organized as follows: In Section 2, we discuss the background on
trust in CPS; In Section 3, we provide the details on the method of trustworthi-
ness requirements elicitation; In Section 4, we present our research methodology
and introduce the ASSA case study; In Section 5, we present our case study
results; We provide the concluding remarks in Section 6.

2 Background

2.1 Trust in CPS Research

Trust is a social construct that emerges from interactions between individuals or
groups and can be described by a situation where a subject (trustor) is willing
to rely on a chosen actions of an object of trust (trustee) [20] [5] [13]. Advances
in socio-technical systems introduce novel models of social and business interac-
tions, where IT artifacts can take the role of a trustee [22]. Trust in technology
reflects trustor’s beliefs that a specific technology has the attributes necessary
to perform as expected in a given situation where negative consequences are
possible [14] [15].

CPS applications for assisted living provide individuals with support within
their living environments [23] [4] [1]. Recent technological advances expanded the
capabilities of CPS, enabling real-time health monitoring, fall detection, medica-
tion management, and personalized assistance. However, multiple issues related
to privacy, data security, interoperability, standardization, and integration of
CPS systems into larger ecosystems undermine the CPS users’ and stakehold-
ers’ decision to trust and to be engaged with a CPS [6] [1] [19]. Trust, defined
as the user’s willingness to rely on a system in case of an emergency, is a pre-
requisite for CPS technology adoption and must be explicitly addressed in their
design [24] [19] [17].

While interpersonal or social trust can be defined as a function of trustee’s
perceived ability, benevolence and integrity [13]|, physical and computational
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entities exhibit technical properties and attributes that might predict the user’s
decision to trust (and by consequence to be involved with) the CPS [14].

Given the complex and interconnected nature of a CPS context, where multi-
ple social, physical and computational entities involved, there may be no obvious
central or identifiable trustee upon which to base trust decisions [6]. Moreover,
non-technical CPS stakeholders have limited capacity to objectively assess tech-
nical properties of a CPS and to reason about its trustworthiness. In [6], the
following eight trust constructs in CPS are defined: familiarity and understand-
ing of the CPS by consumers; reliability, predictability and consistency; security;
integrity; competence, expertise and functionality required to interact with the
CPS; the benevolence and helpfulness of the CPS for consumers; personaliz-
ability; faith and belief consumers have in the service delivered. These concepts
capture the complex nature of trust relationships in CPS. To accurately address
CPS trustworthiness during design, it is essential to conduct a thorough analysis
of user trust-related concerns and systematically translate these concerns into
trustworthiness requirements [16].

2.2 Trustworthiness Requirements and Trust Assumptions

In systems engineering, trustworthiness of a system means “to be worthy of being
trusted” to fulfill some specific requirements [18]. In this work, we elaborate
on the method for explicit trustworthiness requirements elicitation proposed in
[16]. Trustworthiness requirement (TwR) can be defined as a statement made by
a trustor about the expected trustworthiness of a trustee. This statement must
clearly express an operational, functional, design, or other characteristic, which,
according to the trustor’s beliefs, positively impacts the trustworthiness of this
trustee and the interaction between the two.

Sutcliffe [24] introduces ’soft’ requirements as a linguistic concept that encom-
passes various phenomena related to people, organizations, and society, including
trust. Grounded on this work, TwR can be considered as a subclass of soft re-
quirements and can be refined by functional and non-functional requirements. A
RE method aiming to systematize the elicitation and analysis of requirements,
including trustworthiness requirements, and grounded on the ontological analysis
is proposed in [3]. Here, TwR are considered as a special class of quality require-
ments. The Reference Ontology of Trustworthiness Requirements (ROTwR) [2]
proposes decomposition of TwR into reliability requirements, truthful informa-
tion communication requirements and transparency requirements.

In the context of CPS, TwR define the desired outcomes these systems should
achieve to address the trust concerns (TC) of users and stakeholders within the
socio-physical environment. However, the CPS controlling software - the main
focus of the development project addressed in this study - can only affect the
machine domains, not the socio-physical ones. This concept is known as the
world-on-machine paradox, as formulated in [26]. Consequently, TCs cannot be
directly mapped into functional, non-functional, or quality requirements, nor can
they be linked directly to CPS components within the machine domain. Instead,
system engineers must interpret these concerns from the social domain to the
machine domain [27] [7] [21]. This process involves delegating the user’s trust
decisions to system engineers, who make explicit or implicit choices to trust
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certain technical characteristics or components. These choices are referred to as
design assumptions in [9)].

An ontology of assumptions proposed in [26] defines world assumptions (WA),
machine assumptions (MA), world dependence assumptions (WDA), and ma-
chine dependence assumptions (MDA). A world assumption is an assumption
about world (or social) phenomena, which constraints the machine environment.
A machine assumption is an assumption about a machine’s internal phenomena.
A machine dependence assumption states that an external world phenomenon
depends on some machine phenomena. In contrast, a world dependence assump-
tion states that a machine phenomenon depends on some world phenomena. The
authors use situation calculus to reason about assumptions and requirements.

Grounded on (8] [26], trust assumptions (TA) can be defined as the assump-
tions made by the system engineers about the properties of a system-to-be and its
various components (including human components), which will positively affect
the perceived trustworthiness of the system.

3 Method for Trustworthiness Requirements Elicitation

ASSA Project
Retrospective trust Prospective Validation (a)
analysis trust Analysis of results
August November January March June
2022 2022 2023 2023 2023
D Design specificati
. Input from prospective. Design specification, | Input from project To-B?e
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Fig.1. (a) Overview of the ASSA Case Study: the timeline; (b) Method for Trust
Analysis and TwR elicitation integrated into the human-centered design approach [10]

The method presented in this work is grounded on [16]. For trust analysis,
we use the Six-Variable Model [25] originally defined to support design of control
systems. This model provides a structured framework for analysis of the relation-
ships between various system elements situated in the socio-physical environment
(i.e., users, stakeholders) and in the machine domain (i.e., a control machine,
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sensors, actuators, other connected systems). It defines six variables that are de-
picted as relations between different system elements: referenced variables that
focus on the properties that should be observed in the system’s environment;
monitored variables represent the properties that need to be monitored dur-
ing the system’s operation; input variables represent the external stimuli that
affect the system’s behavior; output variables refer to the outcomes produced
by the system; controlled variables refer to the properties that the system can
actively control or actions the system can take to achieve its desired behavior;
desired variables refer the properties in the system’s environment that should
be achieved during the system’s operation. Figure 2 illustrates the six-variable
model for the ASSA system (our case study).

By analyzing the relationships between monitored, controlled, input, output,
referenced, and desired variables, developers can precisely articulate the system
requirements — TwR in our case - and their implication of system functionalities
and behavior. For trust analysis in CPS, we use the formalism proposed in [8] [16]
for documenting TC, TA, TwR and traceability between TA, TwR and system
elements.

Our method defines seven steps (see Fig. 1-b) as follows:

Step 1: A global system model based on the Six-Variable Model is created. This
model focuses on the problem domain and the effects that must be achieved in
this domain. It captures the context of use and forms the foundation for the
subsequent steps.

Step 2: Trust concerns are collected from the users and project stakeholders. In
case of retrospective analysis, trust concerns can be extracted from the existing
design documentation;

Step 83: Trust assumptions are collected from the technical stakeholders. An
assumption is something taken as being true or factual and used as a starting
point for a course of action or reasoning'. Trust assumptions refer to the (social)
trust concerns and justify the design choices made during the solution design.
We use the four kinds of assumptions defined in [26] to address the 'world-on-
machine paradox’ and to align the problem domain and the machine domain.
Step 4: The trust concerns and trust assumptions are mapped to their relevant
elements in the global system model. Each trust concern may refer to one or
several elements in the system model.

Step 5: The global system model is refined: the high-level problem is refined
into sub-problems. Trust concerns and trust assumptions are elaborated. If some
trust concern is not addressed - a design assumption should be made and a
new element, feature or property needs to be suggested for the solution. This
step repeats until all trust concerns are covered and a desired level of detail is
achieved;

Step 6: The trustworthiness requirements are derived from the trust assumptions
and integrated into system design documentation.

Step 7: The new technical features and/or components are derived, contributing
into trustworthiness of the design solution. The design specification is updated.

The method is consistent with the activities of the ISO 9241 human-centered
design approach [10]: Specifying the context of use (Step 1); Specifying the user

! https://www.merriam-webster.com /thesaurus /assumption
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requirements (Step 2-6); Producing the design solutions (Step 7). Based on the
evaluation results, a new iteration of trust analysis and TwR elicitation can be
triggered. The User-centered evaluation of the design is out of scope for this
article and will be addressed in future.

4 The Case Study

To demonstrate our method for eliciting trustworthiness requirements and to
evaluate its effectiveness, we conducted a case study on the ASSA software de-
velopment project.

4.1 ASSA: the Application for Assistance and Security for Elderly

ASSA is an innovative personal emergency response application designed for iOS
and Android devices. Potential users of ASSA are elderly people and people liv-
ing in isolation, both geographically and socially. The application can potentially
integrate with compatible smartwatches and other wearable devices to monitor
vital parameters (e.g., heart rate, blood pressure, oxygen saturation levels) and
detect accidents (e.g. falls). When an irregularity in vital parameters or an ac-
cident is detected, the application initiates a series of actions to ensure quick
assistance. First, it triggers a timer, during which the user is prompted to con-
firm or cancel the emergency. If the emergency is not canceled, ASSA transmits
the emergency alert to the designated healthcare providers (e.g., a hospital emer-
gency service) and notifies a designated caregiver (e.g., a person of trust or a
family member), providing them with the data related to the situation (e.g., a
health report).

The team of two engineers conducted the market analysis, requirements spec-
ification and developed initial design documentation for ASSA between August
and November 2022 (see Fig. 1-a). Regular monitoring and emergency handling
are the main uses-cases of ASSA. Other functionalities have been elaborated
later during the project. In particular, systematic generation and management
of on-line health reports have been added to ASSA as a result of this study.

According to the latest design specification, the ASSA application ensures
user monitoring and alert generation in case of emergency and provides rele-
vant historical data for the medical professionals (for both regular and emergent
medical interventions) for more efficient personalized treatment.

4.2 Research Methodology

We adapt the single-project case study research protocol defined by Kitchenham
and Pickard in [11].

Planning and designing of the case study. The objectives of the case study
is to evaluate the feasibility, efficiency and relevance of our method for the anal-
ysis and elicitation of trustworthiness requirements in the ASSA project. While
trust was recognized by the ASSA developers as an important factor for adop-
tion, no specific trust analysis has been conducted during the project. This made
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the project a relevant case for the study. We define the following hypothesis for
this case study:

H1: The method is complementary with a design process not focused on trust.
H2: The method application uncovers implicit TwR in the existing system spec-
ifications.

H3: The method application leads to identification of the new TwR (extending
the system specifications).

H4: Documentation of trust assumptions enhances traceability and alignment in
the designed system.

H5: Method application contributes into (re)definition of a valid and relevant
design solution.

Conducting the case study. The study was conducted between November
2022 and June 2023 (Fig. 1-a). First, we conducted the trust analysis of the
system in retrospective, applying the method on the data collected in the ASSA
project before November 2022 and to the design documentation produced by
the ASSA developers. In the second iteration, we conducted the trust analysis of
the system in prospective, applying the method on the new data. We conducted
seven semi-structured interviews with prospective ASSA users and healthcare
professionals. Additionally, we organized a series of working sessions with the
ASSA developers, concentrating on the themes of trust, trustworthiness, and
acceptance of the prospective application. Each interview lasted between 20 and
45 minutes. After a brief presentation of the assisted living technologies, the
interviewees have been introduced to ASSA and invited to discuss their own ex-
perience with the assisted living technology and their reasons to adopt (or not)
one. Compared to interviews conducted by ASSA developers in the earlier days
of the project, this data collection focuses on subjective trust issues and beliefs
of the (non-technical) stakeholders. Here are some example questions from the
interview guide (translated from French):

- How would the personal emergency response system improve your work or your
personal security?

- For what reasons would you take a personal emergency response system?

- Do you have any preoccupation when a relative of yours uses a personal emer-
gency response system?

- Does a “connected” personal emergency response system changes any preoccu-
pation you have regarding a typical personal emergency response system? Both
retrospective and prospective analysis demonstrated the method feasibility (H1).
We addressed the method efficiency (H2, H3) by eliciting the TwR in both iter-
ations. We were able to identify new features contributing to the system trust-
worthiness and to propose an update for the base line ASSA design solution
(As-Is). To evaluate the method relevance (H4, H5), we presented the refined
ASSA system model and the updated design specification to the ASSA devel-
opers for review and validation. The case study results are presented in the
following session.
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5 Trustworthiness Requirements Elicitation for ASSA

5.1 The Retrospective Trust Analysis

Step 1: The global system model of ASSA is created based on the market
analysis and design documentation produced by the ASSA developers (Fig. 2).
Here ASSA mobile application is represented as a control system in a Six-Value-
Model [25]. The root requirement is defined by the main use case of ASSA:
Provide monitoring and assistance. The problem domain includes the user (an
elderly person whose health is monitored), her designated as caregivers and
healthcare practitioners. The control machine or the software to-be represents
the ASSA mobile application. The connection domain between the machine and
the problem domains includes sensors (e.g., smartphone, smart watch) and the
external systems with which the control machine interacts by sending alerts, re-
ports, and emergency calls (e.g., health emergency services, messaging service,
and online reporting system). Reference variables include “health report” and

‘Sensors / Actuators / other systems Problem domains Requirement in
Software to-be 5 - o 5
connecting software to-be to real world in environment environment
S/SYDetection of motion, Smartwatch / Useri{Datection of motion, | User | _Useri{Health report,
vital signs, location} Smartphone vital signs, location} help notification}
|
-7 T~
’ ~
ASSA Mobile 1 Provide monitoring
application y and assistance !
’
N
~e_ =T
I _" |
Health UsarY{Help !
(C: 7y User — - |
ppHCal service (Ambulance) HESYSend < received} | |
|
! |
AppYSend notification to " MSYalert, 1 |
carsgiver} — essagaé‘s?"”'w [location of the hosphall  Caregiver k¢ — Giinformation senty |
|
|
|
AppHCreate health raporty systgm [SEhare heaith rapor) Healthcare le - _ - |
v 95y practitioners HPl{health report}

Fig. 2. Step 1: The ASSA global system model

“help notification”; monitored and input variables include “detection of motion”,
“vital signs” and “location”; output variables include “call ambulance” linked to
the health emergency system (e.g., Ambulance), “send notification to caregiver”
linked to the messaging service (e.g., SMS), and “create health report” linked to
the reporting system. The controlled variables include “send ambulance” linked
with the User; “alert”, and “location of the hospital” linked to the Caregiver;
“share health report” linked to the Healthcare practitioners and Caregiver. The
desired variables are composed of “help received”, linked to the User; “information
sent”, linked to the Caregiver; “health report”, linked to the Healthcare practi-
tioner.

Step 2: We conducted a semantic analysis of the ASSA design documentation
(As-Is) provided by the ASSA developers, including the market reports and in-
terviews with medical professionals, potential users and caregivers. Using various
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definitions of trust from the literature, we identified seven trust concerns TC1-7
(Table 1).

Step 3: We identified the design decisions related to the T'C specified in the
previous step from the ASSA design documentation (As-Is). We identify the as-
sumptions made by the ASSA developers about the properties of the ASSA CPS
and its various components to justify these decisions. We conducted the inter-
views with the ASSA developers to validate the TA that have been discovered.
We classify them according to the ontology proposed in [26]. Table 2 illustrates
the list of TA with their related TC. During the retrospective trust analysis, we
extracted 11 trust assumptions TA1.01-TA1.11. We use the assumption ontol-

Table 1. Trust concerns expressed by the prospective ASSA users and stakeholders

[Iter.| |Step 2: Trust concern

| 1 |TC1 |User is concerned about whether she will be constantly monitored

1
| 1 |TC3 |User is concerned with who will be able to access the monitoring data
1

|TC2 |User is uncertain whether she will receive help upon feeling unwell

TC4 |User is concerned about whether she will be able to use the system in a
proper way

1 |TC5 |User and caregiver are concerned about whether the device is charged
and working

1 |TC6 |Caregiver is concerned about whether the assistance will be timely pro-
vided in response to the alert

1 |TC7 |Healthcare practitioners are concerned about relevance and exactitude of
the health report

| 2 |TC8 |User is concerned about the system generating false alerts |

TC9 |User is concerned that the monitoring data and the health report will
not be used by the healthcare professionals to personalize/improve the
treatment

| 2 |TC10 |User is concerned that his data will be used for commercial purposes |

TC11 |User is concerned about the health report being shared /used without her
consent

ogy from [26], identifying world assumptions (WA), machine assumptions (MA),
world dependence assumptions (WDA), and machine dependence assumptions
(MDA).

World assumptions are engineers assumptions about the social phenomena.
For example, we assume that the healthcare provider sends an ambulance each
time the ASSA emergency alert is received (see TA1.10) - this assumption means
that our solution cannot be trusted if the healthcare provider ignores the alert or
has not enough resources to respond to it. We also assume that the user should
find the ASSA interface simple and intuitive (TA1.08). Otherwise the system
will not be trusted by the user.

Machine assumptions are engineers assumptions about the internal properties
of the application, smart devices or other (external) systems and services that
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Table 2. Trust assumptions discovered from the retrospective analysis (TAl.xx) and
made during the prospective analysis (TA2.xx) linking the trust concerns with system

elements
| |Trust Assumption: |Kind [26] |TC: |Linked to System elements: |
TA1.01 |Redundant sensors increase the|MA TC1 Smartwatch /Smartphone
monitoring reliability
TA1.02 |User can check the sensor’s sta-|MDA TC1 ASSA  Mobile  application;
tus and activity Smartwatch /Smartphone
TA1.03 |Irregularities in health metricsl WDA TC2, |ASSA Mobile application
are correctly identified from the TC8
data
TA1.03.01User can trigger an alert man-|WDA TC2, |ASSA Mobile application
ually TC8
TA1.04 |The alert transmission is guar-|MDA TC2 ASSA Mobile application; Net-
anteed by the system work provider
TA1.04.01WiFi and Mobile communica-|MA TC2 Network provider
tion is reliable
‘TA1‘05 Emergency calls are responded|WA ‘TC2 ‘Health Emergency service ‘
24/7
TA1.06 |Data is encrypted MA TC3 ASSA Mobile application; Mes-
saging service; Reporting system
TA1.07 |Data can be accessed only by|WDA TC3, |Messaging service, Reporting
authorized persons with the TC10- |system, Caregiver, Healthcare
verified identity 11 practitioner
Mobile

TA1.08 |The interface is simple and in-|WA
tuitive

TC4 ASSA application;
Smartwatch/Smartphone

TA1.09 |User is informed when the bat-|[MDA TC5 ASSA Mobile application
tery of the smartphone or the
smartwatch is low

TA1.10 |The healthcare provider han-|WA TCo, Health emergency  service,
dles emergency alerts received TC9 Healthcare authorities
from the system

TA1.11 |Software is certified and recog-|WA TC7, Healthcare authorities
nised by healthcare authorities TC9

TA2.01 |Redundant sensors prevent|MDA TCS8 Smartwatch/Smartphone
from false alerts

TA2.02 |Explicit request for the user|MDA TC10- |ASSA mobile application, Re-
consent 11 porting system

TA2.03 |GDPR-complience MDA TC10- |ASSA mobile application, Re-

11 porting system

TA2.04 |Reporting system is highly|MA TC9 Reporting system, Healthcare
available practitioner

TA2.05 |Healthcare practitioners recog-|WA TC9 Reporting system, Healthcare
nise and use the health report practitioner

TA2.06 |Healthcare practitioners pro-|WA TC9 Healthcare practitioner
vide qualified help

TA2.07 |User training materials are pro-|MDA TC1, |ASSA  Mobile application;
vided TC4-5 |Smartwatch/Smartphone
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will positively affect the perceived trustworthiness of the system. We assume that
the redundant sensors in the system affect reliability of the patient monitoring
(TA1.01).

A machine dependence assumption states that an external world phenomenon
depends on some machine phenomena. For example, we assume that the user
can trust the system if she can check and make sure that the sensor is working
and constantly monitoring (see TA1.02).

A world dependence assumption states that a machine phenomenon depends

on some world phenomena. For example, we assume that the system detecting
an anomaly (and/or raising an alert) means that the user is not well (TA1.03,
TA1.03.01).
Step 4: We map the TC (Step 2) and TA (Step 3) to the relevant parts of the
ASSA system. We update the system model to show the traceability (Fig. 3).
¢ Concerns TC1, TC4, TC5 are related to ASSA mobile application and/or
the smart devices - the User interface. TC2 questions the whole system and its
purpose - it is related to the main requirement. TC3, TC7 are related to the
ASSA interfaces for data exchange with the external systems. TCG6 is related to
the interfaces between the system and the control domain. They refer to service-
level agreements and operational-level agreements that need to be defined.

TC3: User: Who will be able 1o TC4: User: Will | be able to use TC1: User: Will | be constantly TC2: User: Will | receive help
access the monitoring data? the system in a proper way? monitored? upon feeling unwell?
vy |
Si8HDetection of mation, Smartwatch / Userl{Detection of motion, User | _ _User{Health report,
vital signs, location} Smartphone vital signs, location} help notification}
|
k [
|
.TCEU Ci K TCE: User, Ci jiver: Will th ”'ﬁ-ﬁi
. - : User, Caregiver: : User, Caregiver: Will / ~
ASSA Mobile L%?r Uﬁ;;::‘f;?::ﬁlﬁ; the device charged and assistance be timely provided to  Provide monitoring
application G : working? the user? y  and assistance jJ
=7 ~
e __ T
| |
I : I
Health emergency 5 _ User{Help |
service (Ambulance) TR Leey M received) | |
Lapsycall : I
/ |
/ |
AppYSend natification to Messaging service | MSHAlert with health'report, | B _Cl{information senty |
caregiver) (SMS) location of the hyispital} Caregiver - |
[ |
, |
/ |
RS\{share heglth report) Healthcare o |
AppYCreate health reparf} pepsii eveteny practitioners < HPYhealth report}
L I
L TGS: User: Will m;
. . . £ 5 y health report
TG10: User: Will my data TC7: Healthcare practitioner: | be used by the healthcare
NOT be used for the healthcare report correct, - IBtol h
ot e TC11: User: Will my health report NOT be relevant fo me? Profsssional to improve ha
purp shared/used without my consent? treatment?

Fig. 3. Global system model of ASSA annotated with trust concerns from the Iteration
1 (TC1-TC7) and Iteration 2 (TC8-11).

Step 5: We refine the global system model by decomposing the main problem
"Provide monitoring and assistance’ into the sub-problems corresponding to the
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use-cases of ASSA defined in coordination with the project developers:

P1: Monitor the user and detect emergencies. This sub-problem consists
of continuously collecting data about the user’s vital parameters from the sensors
(e.g., smartwatch, smartphone) and generating user’s health metrics. Data are
analyzed by the dedicated algorithms (i.e., compared to historical data or some
baseline established by a physician). If some irregularities are detected, the alert
is triggered.

P2: Send ambulance to the user if an emergency is detected Once
the alert is triggered, the system transmits the alert to a healthcare emergency
service, which sends an ambulance in response. Healthcare practitioners (e.g.,
paramedics, physicians) intervene to provide help to the user. User data related
to the triggered alert (i.e., the health report) is communicated to healthcare
professionals through the reporting system.

P3: Inform the caregiver about the emergency. The system notifies the
caregiver via a text message (e.g., an SMS), providing her with the data related
to the alert and the emergency intervention that followed (e.g., the address of
the hospital where the user was transported).

P4: Manage and share health reports. The system records the user’s health
metrics creating regular health reports and incident health reports in an on-line
Reporting system. With the user’s authorization, these health reports can be
communicated with the caregivers and the healthcare professionals for emergency
interventions and regular check-ups.

We illustrate the refined system diagram for the sub-problem P2 in Fig. 4.
TA1.01-04, TA1.08, TA1.09 are related to the ASSA Mobile system, smartwatch
and smartphone — the elements that will be directly manipulated by the user.
TA1.05-07, TA1.10 are linked to the external systems in the machine domain
(i.e., Health emergency service, Messaging service, Reporting system). These
are assumptions about how the ASSA Mobile application should be integrated
with these systems and about specific properties or functionalities that these
external systems must ensure. TA1.04, TA1.10-11 are related to the entities that
are not included in the problem model — Network provider and Healthcare au-
thorities.

Step 6: Using the TA, we formulate 11 trustworthiness requirements (1.01-1.11
in Table 3). We link the TwR with the TC they are addressing. Each TwR reflects
one or more TA. For example, the requirement TwR1.05: The system shall be
integrated with (recognized by) the health emergency service (e.g., Ambulance
or SAMU in France) is associated with TA1.05: Emergency calls are responded
24/7 and TA1.10: The healthcare provider handles emergency alerts received
from the system (Table2).

Step 7: The TwR are formulated for ASSA Mobile application, for the external
systems and services (e.g., health emergency service, reporting system), and for
the entities in the domain environment (e.g., healthcare practitioner, healthcare
authorities, mobile network provider). The TwR related to ASSA mobile appli-
cation can be considered as functional or non-functional requirements. Some of
these requirements align with the As-Is design solution (indicated ’+’ in Table2),
whereas the others lead to new design features. For example, TwR1.01, TwR1.03,
TwR1.07 suggest the update in the ASSA mobile interface As-Is. The TwR re-
lated to external systems and services can be considered as non-functional, in-
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tegration requirements, and regulatory and compliance requirements. They also
introduce new elements to the design. For example, TwR1.09 focuses on the in-
tegration and compliance with the (existing) platforms for sharing medical data.
TwR1.05-06, TwR1.08 highlight the importance of service-level agreements with
healthcare and mobile network providers.

5.2 The Prospective Trust Analysis

The objective of this analysis is to extend our understanding of the system and
its environment, focusing on the trustworthiness and acceptance of the system
by its stakeholders. Compared to the retrospective analysis, here we apply the
method to the newly collected empirical data for prospective TwR elicitation.
Step 1: We use the global system model of ASSA developed in the Iteration 1
(Fig. 2) and proceed with TC extraction.

Step 2: Through qualitative data analysis we were able to confirm the TC iden-
tified in the Iteration 1 and to identify new TC (see Table 1). In particular, the
interviews reveal that the prospective users are concerned with a possibility of
a false alert and the purposeful use of the collected data (see TC8-11, Table 1).
Step 3: We made the new trust assumptions about the (technical) properties of
the system To-Be, which, if implemented, would alleviate the TC expressed by
the users (TC8-11) and improve system trustworthiness. Note, that some trust
concerns are addressed by the TA formulated in the Iteration 1. For example,
TA1.03, 03.01 are already addressing the trust concern about the false alerts
(TC8). The new TA are listed in Table 2 (see TA2.01-2.05). For example, we
assume that the user can trust the system if she can learn to use the system
from the documentation/support materials provided (TA2.07).

Step 4: We associate new TC and TA with the system components. Fig. 4
illustrates the traceability between the TA and the system elements for the sys-
tem model for P2: Send ambulance to the user if an emergency is detected.
Step 5: We update the sub-problems (see the retrospective analysis) and their
system models (omitted in this paper).

Step 6: We formulate five TwR (TwR2.01-2.05) and link them with their cor-
responding TA and TC.

Step 7: While TwR2.01 aligns with the ASSA As-Is design solution, the other
four TwR are new. They have been validated by the ASSA developers and led
to the design update. TwR2.02, TwR2.05 require the extension of the ASSA
application interface whereas TwR2.03-04 need to be addressed by the external
Reporting system and by the Healthcare practitioners (integration, regulatory
and compliance requirements).

5.3 Discussion

Our study shows that the proposed method is applicable in retrospective (fol-
lowing up on a design process not focused on trust) and in prospective (being
integrated in a method such as human-centered design), validating H1. We ex-
amined the identified TwR with the ASSA developers: five TwR, correspond to
the ASSA requirements As-Is; six new TwR led to the ASSA specification update
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Table 3. Trustworthiness requirements

TwR Description Associated |Addressing |Included
with TA |TC: into ASSA?

TwR1.01 |The system shall provide the user with|TA 1.02 TC1 new / val
the means to control the sensors status

TwR1.02 |The system and the watch shall have a|TA1.08 TC4 +
simple and clear interface

TwR1.03 |The system shall alert the user when the|TA1.09 TCbh new / val
battery charge is low

TwR1.04 |The system shall be compatible with cer-| TA TC1, TC8 |+
tified /reliable sensors/components 1.01/2.01

TwR1.05 |The system shall be integrated with|TA1.10, TC2, TC6,|new / val
(recognized by) the health emergency|TA1.05 TC9
service (e.g., Ambulance or SAMU in
France)

TwR1.06 |The system shall be certified / approved|TA1.11;  |TC2, TC7,|new/val
by the healthcare authority TA1.03 TC8, TC9

TwR1.07 |The user shall be able to trigger an alert|/TA1.03.01 [TC2, TC8 |new/ inval
manually

TwR1.08 |The system shall use a reliable mo-|TA1.04; TC2 new /val
bile/internet network provider TA1.04.01

TwR1.09 |The system shall use a report format|TA1.06-07 |TC3, TC9-|new / val
compatible with cloud reporting systems|TA2.02-04 |11

TwR1.10 |The system shall encrypt all data, stored| TA1.06 TC3 +
and exchanged

TwR1.11 |The system shall be integrated with an|TA1.07 TC3, +
on-line Reporting system TC10-11

‘TWRQ.OI ‘The system has to be GDPR-compliant ‘TAQ.OZ ‘TCIO-ll H ‘

TwR2.02 |The user shall be able to control report|TA2.02; TC3, new /val
sharing TA1.07 TC10-11

TwR2.03 |The reporting system must be highly|TA2.04-05 |TC9 new /val
available

TwR2.04 |The healthcare practitioner has to use|TA2.05; TC9 new/val
the received health report while taking|TA2.06
the user in charge

TwR2.05 |The user shall be able to access training| TA1.02, TC1-2, new / val
materials and guidelines for the ASSA|TA1.03.01, |[TC4-5,
mobile application online (e.g., FAQ,/TA1.08-09 |[TC8
getting started videos etc.)
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Fig. 4. Refined system diagram for the sub-problem P2: Send ambulance to the user
in case the emergency is detected. Trust assumptions from the Iteration 1 (TA1l.xx)
and from the Iteration 2 (TA2.xx) are linked to the system elements.

(Table 3). This validates our research hypothesis H2, H3 and demonstrates the
method efficiency.

We formulated 18 trust assumptions based on the retrospective and prospec-
tive trust analysis (Table 2) and created a traceability matrix and system models
explicitly linking the (social) trust concerns and the system elements. We con-
ducted feedback sessions with the engineers to ensure a shared understanding
and an added value of this traceability, validating H4.

We formulated 11 new TwR with 10 recognized important and validated
by the ASSA developers. TwR 1.07: "The user shall be able to trigger an alert
manually’ was not validated as it goes against the product vision of ASSA, where
the system takes the whole responsibility for the emergency detection. By this,
we were able to partly validate H5 and the method relevance.

6 Conclusions

In this work, we applied the method for iterative trustworthiness requirements
analysis and elicitation elaborated from [16] to the case study of the ASSA CPS.
We formulated trust assumptions that justify technical decisions, supporting
alignment between (social) trust concerns and specific properties of the system,
and addressing the world-on-machine paradox formulated in [26]. The conducted
trust analysis led to updates in the ASSA solution design, with a focus on enhanc-
ing system trustworthiness. The ASSA developers acknowledged the significance
of this analysis.

In future work, we intend to evaluate the proposed design to assess the impact
of TwRs on the perceived trustworthiness of the system. To achieve this, we plan
to conduct user-centered evaluations and post-implementation usability testing.
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