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Abstract. Mastering complexity is an important topic within the field
of Enterprise Architecture (EA), and many companies perceive this as
a difficult endeavour due to the growth and perpetual evolution of the
Information Technology (IT) landscape. Numerous EA frameworks and
methods exist that describe what an IT landscape is. However, there
is no consensus regarding the definition of IT landscape complexity, its
drivers and how to measure it. To help create a better understanding
of what IT landscape complexity entails, this paper reviews established
EA literature regarding the common elements of such a landscape and
investigates prevalent drivers and metrics to quantify complexity. This
paper introduces a standard way of describing the IT landscape through a
conceptual model, focusing on the elements in the application layer. Fur-
thermore, the prevalent IT complexity drivers and metrics are illustrated.
The aim of this research is to support organisations in communication
and architecting information systems by considering different kinds of IT
elements and their particular characteristics, such as connectivity, adap-
tation, and complexity. Then, a discussion on how the drivers and metrics
of complexity can be used to quantify the complexity of such a landscape
follows. Our approach is a first step towards better processes for manag-
ing complexity. This research supports mastering complexity by allowing
organisations to quantify IT landscape complexity when aligning their
architectures with the proposed conceptual model.

Keywords: IT Landscape · Complexity · Enterprise Architecture

1 Introduction

The information technology (IT) present in a contemporary enterprise is in a
continuous transformation and evolution [1]. An overwhelming number of com-
ponents and elements allow an organisation to perform its day-to-day operations
and achieve certain goals and outcomes. The rapid growth and perpetual evo-
lution of elements, and their relationships, which create the IT landscape, lead
to complexity. From a systems thinking lens, complexity is concerned with a set
of parts or components that have vague or difficult-to-understand relationships
varying across time [2]. The complexity of an IT landscape, thus represents the
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number of components or elements of an architecture, their relationships, and
the variation or heterogeneity of these [38].

Given the IT growth and dynamicity, managing the IT complexity of an or-
ganisation can be considered troublesome. Companies must use new technologies
on top of their existing stack to match business needs or create temporal mea-
sures to address these. Usually, companies consider that more IT elements can
support the delivery of more capabilities, however, these additions can increase
the complexity of the landscape and negatively influence agility or increase risks
and vulnerabilities [19]

This complexity of IT landscapes is an intangible factor and most organi-
sations experience difficulties in understanding its size or its impact [16,17,43].
Measuring the complexity associated with a change in the IT landscape can be
perceived as a very difficult endeavour. This problem is further amplified by the
fact that no consensus or well-defined standards are present in either academia
or practice to explain what an IT landscape is comprised of or what factors
can lead to complexity in such a landscape. Without a common understanding
of elements of an IT landscape, subjectivity is observed in both modelling the
landscape and thinking about what complexity means (e.g., complex landscape
as a larger number of IT components versus intricate relationships between com-
ponents over time). Additionally, the existence of means to quantify complexity
is limited and scattered. An acknowledged problem or a “major limitation” [26]
is that few companies have suitable methods or tools to systematically assess
and evaluate complexity.

To grasp the expected benefits, commonly associated with IT in an organi-
sation, such as lower costs, flexibility, or efficiency [19], complexity needs to be
managed and measured. EA methods, tools and techniques can be leveraged for
this purpose. With the support of an exploratory and a systematic literature
review (SLR), performed according to the extensions proposed by Wolfswinkel
et al. [51] to the works of Webster and Watson [47] an answer is provided to
the following question: Which drivers and metrics can be used in the complexity
analysis of an IT landscape?

This paper introduces a conceptual model which supports a precise definition
of the IT landscape, focusing on the elements in the application layer. The
model fosters a shared understanding of IT elements which aid with IT modelling
processes. Moreover, prevalent complexity drivers and metrics are summarised,
enabling stakeholders to define and quantify IT landscape complexity. Based
on the conceptual model and the list of drivers and metrics, a blueprint for
quantifying IT landscape complexity is developed.

This paper is structured as follows. Section 2 covers the background. Section
3 describes the research methodology for the literature reviews. In Section 4
the results of the reviews are analysed. Here, the conceptual model for the IT
landscape is introduced, alongside the overview of existing drivers and metrics
of complexity. Section 5 discusses the implications of the results and Section 6
concludes this paper.
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2 Background

Section 2 offers an overview of the related works that serve as the basis for the
literature study. First, it will be acknowledged what an IT landscape is. Then,
the overview of what complexity represents in an IT context is introduced.

2.1 IT Landscape Architecture

Architecture Starting with the term architecture, this represents the philoso-
phy underlying a system which describes its purpose, intent, and structure [23].
Architecture defines the fundamental organisation of a system embodied in its
components, their relationships to each other and the environment, as well as
the principles guiding its design and evolution [20],[24].

Enterprise Architecture Moving to EA, this represents “a coherent whole of
principles, methods, and models that are used in the design and realisation of
an enterprise’s organisational structure, business processes, information systems,
and infrastructure” [24]. Even more, it is a means to support the business and
IT alignment [35] and help bridge the gap between the current and future state
of an enterprise [12]. A better alignment leads to “lower cost, higher quality,
better time to market and greater customer satisfaction” [12]. For using EA,
methodologies, viewpoints and modelling languages are needed. The most used
combination that helps deliver enterprise architecture is using TOGAF [12], [18]
as a methodology and ArchiMate [13] as a modelling language.

IT Landscape Next, in literature, the combination of the terms IT and land-
scape is used interchangeably with concepts such as application architecture,
IT infrastructure, technical architecture, or information systems architecture.
The IT landscape can represent “A set of hardware, software and facility ele-
ments, arranged in a specific configuration, which serves as a fabric to support
the business operation of an enterprise” [27]. However, no standard definition
of such a landscape or its composing elements exists [15,23,34]. Most current
IT landscapes are the results of a history of projects that introduced their spe-
cialised software, hardware, and infrastructure [23]. Furthermore, over the years,
organisations have combined older technologies, e.g., legacy systems, with newer
ones [5], [50] leading to intricate relationships between components, including
artificial intelligence, digital twins, and cloud computing [36]. This fast pace of
developments can also influence the prioritisation of short-term or quick fixes
which can result in architectural technical debt [22],[46].

2.2 IT Landscape Complexity

Definition IT landscape complexity refers to the number of components or
elements of an architecture, their relationships, the variation or heterogeneity of
these and the use of different levels of observation and granularity in modelling
[32], [38].
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Classification For the field of information systems or IT landscape complex-
ity, Schneider [39] unified the existing research by creating a multi-dimensional
framework. Four dimensions are included in this framework for classifying com-
plexity: organised vs. disorganised, qualitative vs. quantitative, subjective vs.
objective and static vs. dynamic [39]. These dimensions can guide the analysis
of EA models.

3 Research Methodology

In Section 3, the overarching research question for this paper is introduced. Then,
the approach selected to answer it is highlighted.

3.1 Research Questions

The main research question is stated as: Which drivers and metrics can be used
in the complexity analysis of an IT landscape?. The answer to this question
is presented with the help of an exploratory and systematic literature review
(SLR). Two sub-research questions were formulated to further investigate the
main knowledge question.
RQ1. What are the composing elements of an IT landscape?
RQ2. Which factors drive the complexity of an IT landscape?

As no accepted definition of an IT landscape components is present in the
literature, the first sub-question investigates this by employing an exploratory
review. The components and building blocks are pieced together to scope the
IT landscape. The second question delves into an SLR to gain a better under-
standing of the drivers of complexity. Once the drivers are identified, existing
metrics for their operationalisation have been distinguished via an exploratory
literature review.

The motivation for the overarching research question is to have a unified
view of what an IT landscape means and how complexity can be quantified
based on measuring its drivers. The quantification can support organisations in
their process of managing the complexity of their IT landscape.

3.2 Literature Review Approach

To structure the research, a mixed-method literature review was performed ac-
cording to the extensions proposed by Wolfswinkel et al. [51] to the works of
Webster and Watson [47]. By combining both an exploratory and a SLR, com-
prehensive answers can be shaped, alongside a foundation of existing knowledge
and a holistic view of the investigated topics.

The scope of the review was to obtain answers to the questions introduced
above. By performing a literature review, the questions can progressively become
answerable. The databases used for this research are IEEE Xplore, ACM Digital,
Scopus and ISI Web of Science.
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Exploratory Literature Execution To answer RQ1, via an exploratory liter-
ature review, the following steps were carried out: the definition of the research
question, the scoping of review and data sources, then the database search (based
on the keywords from the question such as: ”IT architecture elements”) preceded
by theme and concept identification and lastly the analysis and presentation of
the findings. During the theme identification, Wolfswinkel et al.’s advice [51] of
prioritising concepts rather than classifying individual articles and creating links
between relevant ideas was used. This structure was created by the researcher,
as an exploratory literature review does not require one. 6 papers were analysed
for the RQ1 out of a pool of 20 selected works.

SLR Execution Moving to the SLR executed for answering RQ2, the process
behind this type of review can be explained according to the five stages1 proposed
by Webster and Watson [47] .

In the define phase, the scope of the review is to gather answers to RQ2 by
performing searches on the four academic repositories mentioned previously. In
this stage, inclusion and exclusion criteria are defined. These aid in increasing
the number of adequate results for valuable insights. Furthermore, the number
of citations and the peer-review status of articles guided the search. Table 1
showcases the criteria for RQ2.

Table 1. Search Queries

Next, the search phase is concerned with performing the search on the four
above-mentioned repositories. Different queries, as seen in Table 2 were initially
created and through episodic searches, they were altered such that sufficient and
relevant outcomes could emerge. Wolfswinkel et al. mention that for the sake
of transparency, it is important that the search terms, queries, and sources are
documented [51].

In the selection phase, the doubles were filtered, the samples were refined
based on the abstract and the title, and the full text was considered. Further-
more, forward and backward citations were performed. For the RQ2, 417 papers

1 For more information the researchers can share additional documentation of the SLR
process.
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Table 2. Search Queries

were the result of the aggregated searches from the four repositories, however
only 17 of them were chosen for further analysis. The PRISMA methodology
[33] helped in structuring this selection (as seen in Figure 1). All the academic
articles underwent this process of open coding. Axial coding followed next, as
relationships between the concepts were discovered and finally, selective coding
to integrate and refine the categories. The key concepts were categorised using
concept matrices3, as explained in [51].

The last step is the presentation of the findings from the prevalent works
alongside the created relationships between concepts and insights. These are
described in Section 4.

4 Analysis of Research Results

Section 4 details the insights gathered from the mixed-method literature review.
First, the concept of IT landscape is addressed, thereby facilitating an under-
standing of its constituent elements. Subsequently, the drivers of complexity in
such a landscape are showcased.

4.1 IT Landscape

Components To be able to manage a complex environment, it is crucial to ob-
serve which elements or components are part of this high-level design space,

3 These matrices can be shared upon request
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Fig. 1. PRISMA - Complexity Drivers

or the IT landscape. Firstly, a landscape can be represented with a three-
dimensional coordinate system showing architectural relationships between cho-
sen domains such as business functions, application components and products
[37], [45].

The IT landscape is commonly associated with “A set of hardware, software
and facility elements, arranged in a specific configuration, which serves as a fabric
to support the business operation of an enterprise” [27]. Throughout the years,
the term evolved and started being used interchangeably with others such as
information systems or technical architecture and nowadays a standard definition
of its composing elements is absent [15,23,34].

In 1987, Zachman [52], proposed the first framework for IS architecture.
Nowadays, it represents one of the best-known architectural frameworks. Zach-
man started by looking at the traditional architecture components to build the
basis of the IS architecture. Initially, the scope of the framework focused on data
(what something is made of), functions/processes (how something is working)
and networks (where something is located) and what those meant to different
stakeholders. As the years passed, it expanded to include people, time, and mo-
tivation.

Rohloff [35] offers a differentiation between the IT landscape and the IS ar-
chitecture. As opposed to IS architecture which focuses on a single system, the
IT landscape is concerned with the design on a larger scale. To support this
larger-scale perspective, one can consider the work of Hammer [15]. He describes
IT architecture as a common high-level model or design that supports various
disciplines and stakeholders in “taking design decisions in a multi-dimensional
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design space”, “defining designs in a multi-disciplinary environment” and “com-
municating solutions”[15].

Another well-acknowledged book, written by Laan [23], discusses the build-
ing blocks of IT for describing what an IT infrastructure is. The model ex-
plains how from business processes, required for fulfilling an enterprise vision,
information is stored and managed using applications, which in turn need plat-
forms and infrastructure to run. There are three types of applications: client
(e.g., web browsers, word processors), office (e.g., email servers, collaboration
tools), and business specific (custom-built or highly customised applications,
e.g., Enterprise Resource Planning) and various components such as databases
or front-end servers that enable them to work. Each of the four layers (business,
application, platforms and infrastructure) influences the management function,
and their functionality “is supported by non-functional attributes” [23]. These
non-functional attributes describe the qualitative behaviour of a system and can
range from availability, scalability, and security to testability and recoverability.

Rohloff [35] also explains that the main IT blueprints, the ones creating a
basis for a landscape, are the application landscape (showing how each busi-
ness process is supported by applications), the data repository (deployment of
databases and how they support information clusters), and the service landscape
(infrastructure services). These blueprints follow the same division as what Laan
[23] described: processes, applications, services, and infrastructure.

From the broad perspective introduced by Zachman [52] and the building
blocks of IT discussed by Laan [23], a shift towards more tangible elements of
the IT landscape must be in place. Bruckmann [6] mentions that an IT land-
scape is composed of various IT objects, or artifacts, which can be “hardware
platforms, database products, operating systems, application servers, develop-
ment tools, programming languages [etc.]”. In this case, an application uses IT
objects. Furthermore, he proposes a conceptual model to illustrate the break-
down of an IT object.

Building upon the proposed conceptual model introduced in [6], the attention
can move to Hammer [15] which describes the dimensions of IT architecture. For
complex landscapes, alongside components, such as an IT artifact, it is important
to consider the behaviour of the system and its interactions. The design space of
an IT architecture is composed of “functional and non-functional dimensions”
[15]. The functional dimension is concerned with the high-level structure of an
architecture, thus, the components, their specifications, interfaces, and restric-
tions. Moreover, for the functional perspective, behaviour, or dynamic structure,
must be analysed. Behavior is touching upon, concurrent activities, interaction
sequences or protocols between components. The non-functional dimension must
investigate performance (e.g., response time, throughput), dependability (e.g.,
reliability, availability, security, and robustness) and general aspects (such as
desirable future). This dimension is composed of requirements which were also
perceived as important by Laan [23], as previously discussed.
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Key Takeaways To combine the perspectives discussed and understand what
an IT landscape is comprised of, Figure 2 is proposed by the researchers. Ac-
cording to the model, an IT landscape refers to the overarching structure, com-
bination and configuration of applications (which can use several IT objects)
and their relationships to support the business processes for delivering value to
the customer.

Fig. 2. Conceptual Model of IT Landscape Components

The model is comprised of three layers, similar to the core model of Archi-
Mate [13]. These are the business processes, applications and services, and the
infrastructure layer.

The IT landscape is composed of a myriad of applications that support the
business operations of an enterprise. The business has to complete certain pro-
cesses, created based on information or data entities, that need to be supported
by IT. Hence, from the business requirements, applications are selected and used
by an organisation. These realise services that assist the business in delivering
value to customers.

The applications can be combined and configured in various ways, and each
of them has certain characteristics. According to Matook [30], there are seven
different characteristics of an application: integration, connectivity, complexity,
state, adaptation, self-adaptation, and synchronicity. Furthermore, each appli-
cation has a status or a lifecycle phase, as mentioned by Bruckmann et al. [6].
For example, an application can be in one of the following phases “proposed,
test, productive, standard, and retired” [6].
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Next, applications can have a type. For example, Laan [23] distinguished
three types of applications: client (e.g., web browsers, word processors), office
(e.g., email servers, collaboration tools), and business-specific (custom-built or
highly customised applications, e.g., Enterprise Resource Planning). These ap-
plications can also belong to a category.

Moreover, the applications in an IT landscape fulfil certain functional or non-
functional requirements [15]. The functional dimension is concerned with the
high-level structure of architecture, thus, the applications, their specifications,
interfaces or interaction sequences, protocols, data exchange formats and restric-
tions [15]. The non-functional dimension must investigate performance (e.g., re-
sponse time, throughput), dependability (e.g., reliability, availability, security,
and robustness) and general aspects (such as desirable future). This dimension
is composed of requirements which were also perceived as important by Laan
[23], as previously discussed.

The model illustrates that applications are using “IT objects” (as defined
by Bruckmann), such as software (e.g., operating systems, databases, compilers,
en-/decryption software), hardware (e.g., servers, workstations, storage devices)
and technology. The last IT object, technology, is seen as “software architecture
patterns” or “application protocols, digital preservation formats, programming
languages” [6]. Matook [30] also supports the view that the “IT artifact” is based
on technology, software, and hardware. These three elements are integrated, and
they help with the execution of information-processing tasks with a specific usage
purpose.

4.2 Complexity Drivers and Metrics

Drivers The SLR on complexity drivers and metrics leads to numerous insights.
The drivers are manifold for an IT landscape and range from well-acknowledged
and debated ones such as the number and heterogeneity of applications and their
relationships to less researched drivers, such as unnecessary variability [49], lack
of knowledge or enterprise architecture debt [14], [29]. A high-level overview of
these is introduced next.

Beese et al. [4] suggested five drivers for IT architectural complexity: size,
diversity, integration, planning, and dynamics. Schüetz [41] classifies the origin
of IT complexity into the following categories: the number and heterogeneity of
component and their relationships, the rate of change, and the application to
different IT architecture domains (function, data, technology, and interfaces).
Similarly to Besse et al. and Schüetz, papers [50] and [40], find the number
of applications, heterogeneity, standards or functional scope as causes for IT
landscape complexity.

Another aspect that seems to cause complexity is the systems integration,
as described by Jain et al. [21] in an eighteen-criteria framework. This includes
discussions on interface openness or abstraction of system architecture, that
impact the integration complexity. For a more specific origin of complexity that
negatively impacts costs, architecture dependability, maintenance, and evolving
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systems, Wehling’s work on unnecessary variability (components supporting the
same business process) [48], [49] can be analysed.

For large-scale complex IT systems, Sommerville et al. [42] introduce two
origins of complexity: trust relationships of components in a system and lack
of knowledge about the system (from a human perspective). Mocker [31] also
investigates the origins of complexity for application architecture for large-scale
IT systems. He discovers that interdependence (interconnectedness), redundancy
(supporting the same process), the number of different applications, as well as
their age impact cost (e.g., maintenance and operation), agility, and the overall
IT complexity. Furthermore, the complexity of the business requirement that an
application is helping with can generate overall complexity.

Lentz and Bleizeffer [25] support the above-mentioned points, but they also
discuss the impact of unintelligent design as a cause of IT complexity. Frequent
application updates and fixes for a faster turnaround are high priorities in larger
enterprises, such that everything can operate accordingly. These considerations
can lead to architectural technical debt. Quick fixes in one area of the enterprise
can mean accepting compromises in other areas, generating a higher complexity,
or cost to restore the state of the system in the future [14].

Technical debt describes the delayed technical development activities for get-
ting short-term payoffs or timely release of specific software [53]. Atchison [3]
describes how technical debt and complexity go hand in hand and concludes
that “Technical debt is the core of IT complexity”.

Architectural debt resides under the umbrella of technical debt [29]. Mar-
tini [28],[29] illustrates possible causes leading to architectural technical debt,
for example, business factors, the use of third-party/open-source systems that
were not initially part of the architecture, parallel development, non-completed
refactoring (e.g., using a new application programming interface, however, the
previous one cannot be removed because of backwards compatibility) or the
human factor (e.g., differences in knowledge, ignorance, error-prone situations).

As technical and architectural technical debt are both specific to the software
domain, Hacks [14], [44] coined the term Enterprise Architecture Debt to create
the link between business and IT. It is defined as “the deviation of the current
present state of an enterprise from a hypothetical ideal state”[14]. This can mean
elements not optimally implemented, the use of bad interfaces, interoperability
issues or different priorities of stakeholders. To understand the taxonomy of EA
debt the work of Daoudi et al. [8] serves as a reference point.

Metrics Upon understanding the potential drivers influencing the IT landscape,
it is also important to identify which metrics can quantify them. The most im-
portant work addressing this was performed by Iacob et al. [19]. Through a SLR
an inventory of complexity metrics was created. This SLR was enhanced with
the help of 12 semi-structured interviews with experts from different organisa-
tions. Based on the combined results, 42 metrics for quantifying EA complexity
were identified. Some of these are counting the number of relations or the num-
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ber of elements in an architecture, using cyclomatic complexity, conformity, or
redundancy.

Beyond these 42 metrics, one recent development in the literature, focusing
more on dynamic complexity is introduced by Daoudi [9]. This is called the Adap-
tive Enterprise Architecture, an approach for proactive sensing and responding
to change and for managing trade-offs. In moving from as-is to to-be scenar-
ios, the EA Degree of Dynamic Complexity (DDC) is proposed. Furthermore,
paper [9] lists existing types of calculation for some complexity metrics, such
as an interdependence matrix (for measuring layer interdependency Business-
Application-Technology), entropy (for heterogeneity) or a context awareness ca-
pability matrix (for subjective complexity). Another important complexity mea-
surement that can be used to choose between EA alternatives is proposed by
Rojas [11]. He mentions that complexity metrics at the implementation stage
identify elements that can either reduce or increase complexity, for example, a
high cohesion between elements, respectively a high coupling between elements.
For the design phase, to re-estimate project effort and understand the complexity
of EAs, Rojas proposes the Structural Complexity Measure (SCM).

Key Takeaways To summarise the discussed research streams, Figure 3 has
been created by the researchers. The complexity drivers and potential metrics
for their quantification are proposed. The left-hand side column represents the
categories of drivers, followed by potential examples of drivers for IT landscape
complexity. The right-hand side column depicts possible metrics to quantify
these.

Fig. 3. Drivers and Metrics of IT Landscape Complexity
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5 Discussion

This research introduces a conceptual model which unifies different views on
what IT landscape components are. This model has been designed to support
architects in aligning their views when modeling and communicating about IT
landscapes. An important aspect brought forward with the help of the model is
the emphasis on the characteristics of applications. Hence, this model can serve
as a reference for the elements part of an IT landscape.

Organisations face challenges in managing and measuring the IT landscape
complexity. With a defined and aligned view of what constitutes this landscape,
as presented in Figure 2, an understanding of the root causes of complexity can
start to form. The research also provides a model of drivers and metrics for
IT landscape complexity, in Figure 3. IT architects can apply these to quantify
landscape complexity for architectures aligned with the conceptual model.

By analysing EA designs of IT landscapes, architects can quantify complexity
drivers using metrics. For example, in a model depicting applications, services,
data, and interfaces, architects can count the number of services realised by an
application, check the types of interfaces between the applications or observe the
data usage and exchange. It is envisioned that this approach allows the aggre-
gation of these metrics into an overall complexity metric for the IT landscape.

One use case for the approach can be the following: an architect comparing
various future options for the current landscape, i.e., different target architec-
tures, and making a choice based on the score of complexity. A certain viewpoint
depicted by an architect will be assigned a complexity score. Here, one can ob-
serve if a higher level of complexity is linked with certain architectural patterns
or changes. A possible way to calculate complexity for this specific use case
(comparing as-is and to-be architectures) is shown in Equation 1, as introduced
by Daoudi [10]. Complexity should be seen here as the state changes of the
landscape over time.

Considering that adaptation is essential in highly competitive and dynamic
business environments, the equation proposed by Daoudi et al. targets proactive
sensing and responding to change. In moving from the baseline to the target
scenarios, the EA Degree of Dynamic Complexity (DDC) computes the com-
plexity degree of the changes, where i is the indicator of the EA version (i is
the current architecture, i+1 is a possible target architecture), the first element
of the sum is concerned with the values of dynamic factors (changing in time),
whereas the second one is related to static factors. N represents the number of
factors selected for the analysis.

DDC i, i+1(t)=
∑n

j=1
fj(t)+fj

n , where n ∈ N
(1)

Based on the work performed for this research, some further research should
be considered as this will bring benefits to both academia and practice. First,
the models proposed have to be fully validated in organisations with a high
complexity level, e.g., more than 1.000 (preferably integrated) applications in
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the IT landscape. In such a landscape, one can observe if there are any elements
of an IT landscape which are not included in the model. Moreover, drivers of
complexity can emerge which might not be discussed in detail in the literature.

One of the researchers is working on creating an aggregated metric for the
complexity of an IT landscape, piecing together insights from academia and from
a case study. As the metric is being developed, the connection between the IT
landscape components and the drivers and metrics influencing complexity needs
to be exploited.

6 Conclusions

Starting by creating a conceptual model of the most commonly discussed ele-
ments which form the core of the IT landscape and going into more detail on
which drivers and metrics could be used for the quantification of complexity,
this paper aims at summarising prevalent works for supporting architects in
managing complexity.

A conceptual model of IT landscape components is proposed based on a
mixed-method literature review. The main contribution of this paper is therefore
the provision of a standardised description of the IT landscape. Furthermore,
the research identifies complexity drivers and metrics and proposes a method
for measuring IT landscape complexity. This method’s overarching goal is to
quantify IT landscape complexity.

This approach establishes a foundation for the management of IT landscape
complexity, for both academics and practitioners. A standard terminology for
the IT landscape, or a common language, is essential for mastering complexity.
Furthermore, by using identified complexity drivers and metrics, enterprises can
prioritise and combine these to indicate their respective complexity levels. With
such an aggregation, the lack of measurements for complexity can be tackled, as
an organisation can find ways in which they can quantify the metrics based on
their existing resources. Hence, the model and metrics overview assist enterprises
in mastering complexity.

The model and an initial measurement method are under a formal validation
with IT experts and the preliminary results show a satisfactory level to address
the goal of this research. However, further validation is needed through a set of
scenarios within organisations characterised by IT landscape complexity. Each
scenario should include a baseline architecture along with potential target archi-
tectures that can be inputted into the measurement method, and, preferably, the
result of the complexity calculations should be well explained to the IT experts.

As one of the core future avenues of research, improving the semantic ex-
pressiveness of the conceptual model can bring additional value to the overall
framework. Therefore, making an ontological analysis of this conceptual model
based on a foundational ontology might result in such expressiveness gain. In
particular, a proposal is made to use existing well-founded ontologies that target
system modelling, such as [7], to address this open issue.
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